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ABSTRACT

Many algorithms have been introduced to deterministically
authenticate Radio Frequency Identification (RFID) tags,
while little work has been done to address the scalability
issue in batch authentications. Deterministic approaches
verify tags one by one, and the communication overhead
and time cost grow linearly with increasing size of tags. We
design a fine-grained batch authentication scheme, INfor-
mative Counting (INC), which achieves sublinear authenti-
cation time and communication cost in batch verifications.
INC also provides authentication results with accurate esti-
mates of the number of counterfeiting tags and genuine tags,
while previous batch authentication methods merely provide
0/1 results indicating the existence of counterfeits. We con-
duct detailed theoretical analysis and extensive experiments
to examine this design and the results show that INC signif-
icantly outperforms previous work in terms of effectiveness
and efficiency.

Categories and Subject Descriptors

H.4 [Information Systems Applications]: Miscellaneous;
C.2.1 [Network Architecture and Design]: Wireless Com-
munication

Keywords

RFID tags, batch authentication, informative counting

1. INTRODUCTION
Counterfeiting products are growing dramatically in terms

of quantity, sophistication, category of goods, and countries
affected in the late years [1]. The Counterfeiting Intelli-
gence Bureau of the International Chamber of Commerce
estimates that the share of counterfeiting commodities in
international trade is about 5% to 7% [2]. The overall eco-
nomic loss around the world amounts to more than $600
billion and is growing steadily over years [3]. Radio Fre-
quency Identification (RFID) is one of the most promising
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technologies to help distinguish the genuines from the coun-
terfeits. The RFID technology has several advantages over
traditional methods , e.g. bar codes. First, the tag can be
read inside containers and covers. Second, the identification
information on the tag is unique for each affixed object. Of
greater importance, hundreds of tags can be read at a time
while bar codes can only be read one by one.
The problem of authenticating tags in large-scale RFID

systems can be easily reduced to verifying each tag one by
one. A number of different authentication protocols have
been proposed to address this issue. Let N be the number
of tagsIDs stored in the authentication server. Weis et al.
[4] introduce a hash-based approach named Hash Lock. The
search complexity of this method is O(N). In order to opti-
mize searching efficiency, several tree-based approaches are
proposed [5][6]. While tree-based data structures effectively
reduce search complexity to O(logN), they also additionally
associate each tag with O(logN) items in trees. By review-
ing previous methods, we discover three major challenging
issues affecting the effectiveness and efficiency of batch au-
thentication in RFID system. First, the scanning time is
not scalable. As all tags share communication channel, the
reader has to introduce proper anti-collision scheme to re-
ceive authentication information from different tags. As a
result, the scanning time is O(n), where n is the number
of tags to be verified. Second, the communication overhead
is not scalable. In those tree-based approaches, O(logN)
hash values are expected to be exchanged between reader
and server for each tag. Thus, the overall communication
cost is O(n logN). Third, the result of previous batch au-
thentication is coarse-grain. The most recent work SEBA [7]
can only provide 0/1 authentication result with probabilis-
tic guarantees for a batch of tags. In particular, it only tells
whether there exist counterfeits in verified tags, no further
information.
In practical RFID systems, for those very expensive brands

and valuable objects such as diamonds and art works, high
cost of the deterministic authentication is worthwhile. How-
ever, it may not suit well for large amounts of fast-moving
consumer goods such as fashion clothes, accessories and wines,
which are the leading industries significantly affected by
counterfeits. As a matter of fact, authenticating each tag of
large quantities of fast-moving consumer goods is not nec-
essary. Instead, knowing the approximate count of coun-
terfeits and genuines with accuracy and error probability
guarantees is desired in many large-scale RFID system ap-
plications.
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In this paper, we propose a fine-grained batch authentica-
tion scheme, INformative Counting (INC), which provides a
scalable and reliable batch authentication solution for large-
scale RFID system. In particular, we geometrically divide
the tag set and construct its Authentication Synopsis (AS).
With the help of AS, we develop authentication algorithms
to approximate both the number of counterfeits and gen-
uines for any given (ε, δ) requirement. Based on authenti-
cation algorithms, fine-grained authentication protocols are
provided to support fast batch authentication in practical
large-scale RFID systems. To the best of our knowledge,
we are the first to propose fine-grained batch authentication
scheme for large-scale RFID systems. The major contribu-
tions of this work are as follows.

1. We propose a fine-grained batch authentication scheme
INC. Compared with previous methods that produce
only 0/1 authentication results, the result of INC ad-
ditionally consists of accurate approximations of both
the number of counterfeits and genuines in tested tags.

2. Using AS data structure, INC achieves sublinear au-
thentication time and sublinear communication over-
head in batch operation while existing work are linear
with the number of tags.

3. We validate the proposed algorithms through theoreti-
cal analysis and conduct extensive simulations to verify
the effectiveness and performance of our scheme.

The rest of this paper is organized as follows. Section
2 discusses related work. We introduce system model in
Section 3. The INC design and theoretical analysis are pre-
sented in Section 4. We have more detailed discussions on
this design in Section 5, and then show simulations results
in Section 6. The conclusion is in Section 7.

2. RELATED WORK
Identifying counterfeiting goods serves the main purpose

of the RFID tag usage. In early work, much of interests is
centered on how to identify a single tag in deterministic and
secure ways. A number of hardware-based approaches and
security protocols are designed for system anonymity and
anti-cloning [8][9][10]. As wireless medium is shared among
all tags, the problem of resolving collisions arises when op-
erating a batch of tags. Most of anti-collision schemes can be
classified into two categories: ALOHA-based [11][12][13][14][15]
and tree-based [16][17]. ALOHA-based protocols have been
implemented in EPCGlobal Generation-2 RFID standard
[18] and many commercial RFID system. Sheng et al. [12]
introduce an efficient continuous scanning scheme which ef-
fectively uses the information collected in the previous scan-
ning. While another popular standard, ISO 18000-6 [19],
adopts tree-based schemes. The collision resolving processes
are dramatically boosted, since all tags are itemized into
query tree according to tagIDs. Recently many methods
aiming at providing private authentication are proposed.
Weis et al. [4] propose Hash Lock scheme to protect tags
from being attacked. But its searching complexity is lin-
ear with the size of keys in database. In order to speed up
searching process, tree-based data structures are introduced
to achieve logarithmic scale in [5][6][20]. Lu et al. even
achieve O(1) authentication efficiency for a single tag, based

on their own weak privacy model [21]. However, even comb-
ing state-of-the-art anti-collision methods and tree-based au-
thentication schemes, the maximum identification through-
put is still linear with the number of tags. Therefore they
do not scale well when the size of tags quickly increases.
Besides above deterministic approaches, several proba-

bilistic schemes are proposed to efficiently estimate the car-
dinality of tags. Kodialam et al. [22] propose Unified Simple
Estimator (USE) and Unified Probabilistic Estimator (UPE)
using linear counting technique. Qian et al. [23] introduce
geometric distribution hashes to quickly estimate the car-
dinality of tags and the proposed LOF algorithm achieves
O(logn) time complexity. Zheng et al [24] propose Proba-
bilistic Estimation Tree (PET), which advances estimation
efficiency toO(log logn). A new scheme, Average Run based
Tag estimation (ART), is 7x faster than UPE in the most
recent work [25]. Li et al. [26] first propose energy-efficient
RFID estimation algorithms for active tags. Zheng et al
propose Zero-One Estimator (ZOE) protocol which rapidly
converges to optimal parameter settings and achieves high
estimation efficiency [27]. Although those schemes can esti-
mate the number of distinct tags in RFID systems, they do
not discriminate genuine ones from counterfeit ones.
In [7], a batch authentication scheme SEBA is proposed.

It is able to detect counterfeits with probabilistic guaran-
tee if the percentage of counterfeit tags is above predefined
threshold. Nevertheless, SEBA has several drawbacks. First,
its result is binary, merely indicating the existence of coun-
terfeits in batch tags. Second, the frame size is O(N) and
so it is not scalable in large-scale RFID systems. In con-
trast, INC can authenticate a batch of tags with accurate
estimates of the number of counterfeits and genuines. And
the authentication time and communication overhead of INC
are sublinear with the cardinality of tags.

3. SYSTEM MODEL
In our system model, an RFID system consists of three

main parts: one or more servers, several readers and hun-
dreds of tags. Each tag is associated with a unique key, or
called tagID. And it is attached to the object as an exclu-
sive identity. Through wireless access medium, the reader
can interrogate and receive responses from tags. The server
usually plays a role of managing all keys of tags, including
creation, authentication, and revocation of keys. If the key
of a tag is actually stored in the server, we call this tag is
genuine, otherwise counterfeit. Similar to most prior tag
authentication schemes, we do not discuss the issue that the
genuine tag is attached to counterfeiting goods, vice versa.
The reader connects to the server through high speed wire
or wireless networks. Let N be the number of keys main-
tained in the server, and n be the cardinality of batch tags
to be verfied.
We adopt Listen-before-Talk [28] as the communication

model between tag and reader in which the tag listens to
the reader’s interrogation and then replies. We also as-
sume framed slotted ALOHA model as in [11][12][29][30]. In
ALOHA model, the reader first broadcasts frame size f to
all tags. Then each tag generates hash value h(tagID) as its
slot number. The reader then initializes time slot by sending
”slot start” command. If the tag’s slot number equals zero,
it replies a bit-string to reader, otherwise it decreases slot
number by one. This process repeats until f time slots are
finished. In addition, we assume the bit-string contains some
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Figure 1: System architecture.

error-detecting codes like CRC. Note that this bit-string is
not the identification information for each tag and is just
used to detect whether there exist collisions in the time slot.
Therefore, 10 bits should be fairly enough [22]. We classify
time slots into three categories: zero slot means that there
is no transmission in this slot while singleton slot denotes
that only one tag transmits in this slot, and collision slot
indicates that collisions happen in this slot.

There are some essential requirements of a good batch
authentication scheme for large-scale RFID systems. First,
the authentication scheme should be efficient, i.e., the au-
thentication time and communication overhead should sub-
linearly or near-constantly increase with the cardinality of
tags. Second, the authentication result should be informa-
tive to support various application demands. Knowing that
whether there exist counterfeits in a batch of tags or not is
far from adequate, since the administrator of RFID systems
may still resort to per-tag authentication to count how many
counterfeits in a number of tags. The per-tag verification is
rather time-consuming for batch processing [7]. Third, if the
authentication scheme can output estimates of the number
of counterfeits and genuines, these estimates should be ar-
bitrarily accurate. The last but not the least, the frame size
in batch authentication cannot be infinitely large. As stated
in [18], the frame size should be set no more than 512 for
practical reasons.

We use two parameters as accuracy requirements of the
estimation result: relative error ε between 0 and 1, and er-
ror probability δ between 0 and 1. Let nc to be the ac-
tual number of counterfeits in a batch of tags, the output
result n̂c of an estimator with required (ε, δ) should satisfy
Pr[|nc−n̂c| ≤ εnc] ≥ 1−δ. For example, if the exact number
of counterfeits in batch tags is 1000, and ε = 0.05, δ = 0.05,
then the output estimate is between 950 and 1050 with prob-
ability at least 0.95. In our design, these two parameters can
be arbitrarily small.

4. THE DESIGN OF INFORMATIVE COUNT-

ING
In this section, we first outline the framework of our au-

thentication system in Section 4.1. Then we present how
to generate authentication synopsis between reader and tag
in Section 4.2. Authentication algorithms of estimating the
number of counterfeits and genuines are detailed in Section
4.3.

4.1 System Architecture
The INC authentication scheme consists of three steps:

AS initialization, AS generation and AS authentication. As
shown in Figure 1, during AS initialization phase, after ac-

X 1 0 ··· 0

0 1 logN-1

AS

index

TagsReader

Figure 2: AS construction.

quiring the accuracy requirement (ε, δ) from the user, the
reader sends authentication request to the server, e.g., the
number of hash functions. The server replies authentication
parameters to the reader. Then in the AS generation phase,
the reader interrogates batch tags and waits for responses.
Through several rounds, collected ASes are transmitted to
the server for the next AS authentication step. The server
runs informative counting algorithms to give authentication
results with accurate estimates of the number of counterfeits
and genuines.

4.2 Authentication Synopsis
Our AS data structure is an extension of FM-Sketch [31].

In particular, as shown in Figure 2, the first position marked
as ”X”that denotes collisions happened in this time slot. The
second position marked as ”1” indicates there is only one tag
transmitting in this slot. And the third position marked as
”0”denotes that there is no response in this slot. The length
of AS is equal to the frame size f . Similar to FM-Sketch, we
do assume an ideal uniformly random hash function hu gen-
erating hash values between 0 and 2f − 1. Then the second
hash H, which counts the number of leading zeros (leftmost)
of former hash value, is used to acquire geometric distribu-
tion as in [23]. It is expected that there are n

2t
tags responses

in the t-th position. For example, if the frame size is 8,
one tag with H(hu(tagID1)) = H(7) = H(00000111)2 = 5
should reply at slot 5. According to the geometric distribu-
tion characteristic, the frame size is logN . So the frame of
size 32 can support RFID system of which the cardinality
is less than 4, 294, 967, 295. Thus, in this paper, we set the
frame size at 32 which is fairly large for practical use.
The pseudocode of AS generation algorithms for tag and

reader are given in Algorithm 1 and Algorithm 2 respec-
tively. In Algorithm 1, the tag will generate the reply slot
number k according to the two hashes H and h after receiv-
ing the probing message which might contain frame size and
random seed. When each time slot starts, the tag responds
instantly to the reader if its k is equal to 0. Otherwise it
decreases k by 1 and keep silent. In Algorithm 2, the reader
first broadcasts a request to all tags. And then the reader
listens the status of tag responses in each time slot and sets
the flag of slot according to different type of tag responses
(0,1,X).

4.3 Algorithms
As in Figure 3, we assume that S is the set of tags on

the server, and T is the set of tags to be tested. Accord-
ingly, M is the union of S and T , i.e., S ∪ T . C is the
set of counterfeits which are in T but not in S, i.e., T − S.
Therefore, we can easily define the number of counterfeits
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Algorithm 1 AS generation algorithm for the tag

1: Receive a probing message from reader, compute slot
number k = H(hu(tagID)).

2: while TRUE do
3: wait-for-slot-start().
4: if k == 0 then
5: respond instantly.
6: else
7: k ← k − 1, keep silent.
8: end if
9: end while

Algorithm 2 AS generation algorithm for the reader

1: Initialize AS[i]← 0(0 ≤ i ≤ logN − 1);
2: Broadcast a request to tags.
3: for i = 0 to logN − 1 do
4: wait-for-tags-response().
5: if there is no response in this slot then
6: AS[i]← 0.
7: else
8: if there is one tag response in this slot then
9: AS[i]← 1.
10: else
11: AS[i]← X.
12: end if
13: end if
14: end for

as |C| = |T − S| . Similarly, we use G to denote the set of
genuines which are both in S and T , i.e., T ∩ S. And the
number of genuines is denoted as |G| = |T ∩ S|. If there is
no counterfeits in the tested tags, then M = ∅ and |C| = 0.
The basic idea of our approach is to get an (ε, δ) approxi-
mation to |M |, and then estimate the PG which is the |G|
to |M | ratio and PC which is that |C| to |M |. Finally, com-
bining the accurate approximation of |M | and above two
ratios, the (ε, δ) approximations for both |G| and |C| are
deduced. Note that as these two ratios are constants during
the authentication process, custom probabilistic algorithms
can be introduced to provide arbitrarily accurate estimates.
To simplify the exposition, we treat δ as Θ(δ) in following
algorithm descriptions.

4.3.1 Estimating |M | = |S ∪ T |

Estimating |M | mainly consists of four steps. First, the
server needs to collect enough number of independent AST

i

from the reader and then generates its own ASS
i (1 ≤ i ≤ d

using the same hash function respectively. Second, we con-
struct virtual ASes slot by slot based on the criteria that
only if both the corresponding slots of AST

i and ASS
i are

empty slots, the slot of virtual ASes would be empty. Oth-
erwise, it is non-empty slot. Third, we find the smallest
index level r which satisfying the appropriate threshold and
obtain the non-empty probability of M of this level, pr. Fi-
nally, as the expectation of this probability is the function
of |M |, inverting of this function provides a good estimate,

M̂ .
As shown in Figure 4(a), Ti is an AS from the reader and

Si is the corresponding AS generated by the server. 0 de-
notes empty slot and 1 denotes non-empty slot. The virtual
AS construction is to combine non-empty slots. The slot of

S

T

M=SUT

|G| = |M|*PG

C= T\S G= T S

|C| = |M|*PC

PG: |G| to |M| ratio

PC: |C| to |M| ratio

Figure 3: Basic idea of estimating the numbers of
counterfeits and genuines.

virtual AS Vi would be non-empty if any one corresponding
slot of Si or Ti is non-empty. The index level search process
is in Figure 4(b), NCount is the count of non-empty slots in
specific index level and assumed threshold is 3. Therefore,
starting from lowest index level (leftmost), the first index
level of which the NCount is below the threshold would be
the appropriate estimating level. And here we find the qual-
ified level is the third index.

Definition 1. For a specific index r (0 ≤ r ≤ 31). We
define

x(r) =

{

1 the index r of ASS∪T is non-empty
0 otherwise

Therefore the x(r) takes 1 with probability pr = 1 − (1 −
1
Ur

)|M |, where Ur = 2r+1.

From above definition, we can invert the probability for-
mula of pr to deduce the estimate M̂

M̂ =
ln (1− p̂r)

ln (1− 1
Ur

)
, (1)

where p̂r is the observed non-empty probability of index level
r.
Now, we have the |M | estimating function but there are

still two major problems. 1. dm. How many pairs of inde-
pendent ASes from reader and server are enough to provide
an accurate estimate p̂r? 2. λ. How accurate of p̂r is ade-
quate to produce the user-specified (ε, δ) approximation of
|M |? The following lemmas answer those questions.

Lemma 1. If dm ≥ 96
7
λ−2 ln 2

δ
, r is the smallest index

satisfying NCountr ≤
(1+λ)dm

4
, and p̂r = NCountr

dm
, then

Pr[|p̂r − pr| ≤ λpr] ≥ 1− δ.

Proof. Note that the probability that the index r is
non-empty in ASS∪T is the same as the probability that
the index r is non-empty in either ASS or AST . So we
fix r to a positive value such that 1

8
≤ M

Ur
≤ 1

4
. By bi-

nomial expansion, we know that pr = 1 − (1 − 1
Ur

)M =
∑M

i=1(−1)
i+1

(

M

i

)

U−i
r , then ( M

Ur
− 1

2
( M
Ur

)2) ≤ pr ≤
M
Ur

. There-

fore, we obtain that 7
32
≤ pr ≤

1
4
. Also remember that x(r)

is a binomial random variable, hence we can apply Chernoff
bound [32]. Using slightly worse case bound expressions, we
know that as long as dmpr ≥

3
λ2 ln 2

δ
, i.e,

dm ≥
96

7λ2
ln

2

δ
, (2)
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(a) virtual AS construction.
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(b) index level search.

Figure 4: An illustration of estimating |M | = |S ∪ T |.

as pr ≥
7
32
, then the estimate p̂r = NCountr

dm
can satisfy

Pr[|p̂r − pr| ≤ λpr] ≥ 1 − δ. Therefore at index level r, we

can find |p̂r−pr| ≤ λpr which ensures that countr ≤
(1+λ)dm

4
with probability at least 1− δ.

Lemma 2. If pr < 1
4
, λ = ε

2
and |p̂r − pr| ≤ λpr, then a

new estimate M̂ , defined as M̂ = ln (1−p̂r)

ln (1− 1
Ur

)
, satisfies |M̂ −

M | ≤ εM.

Proof. For a continuous function f(x) = ln (1− x), we
know that ln (1− x) < −x when 0 < x < 1. And also there
is |f(x)− f(x̄)| ≤ ε|supy∈(x,x̄)f ′(y)| if x̄ is close to x, hence

we can get | ln (1− x)− ln (1− x̄)| ≤ |x−x̄|
1−max{x,x̄} . Therefore,

|M̂ −M | =
| ln (1− pr)− ln (1− p̂r)|

− ln (1− 1
Ur

)

≤ − ln (1−
1

Ur

) ·
|pr − p̂r|

1−max{pr, p̂r}

≤ − ln (1−
1

Ur

) ·
ε
2
pr

1− (1 + ε
2
)pr

≤ − ln (1−
1

Ur

) · εpr

≤ − ln (1−
1

Ur

) · ε · (− ln (1− pr))

= εM.

Combining lemma 1 and lemma 2, we can establish fol-
lowing theorem.

Theorem 1 (|M | estimate). If dm ≥ 384
7ε2

ln 2
δ
, equa-

tion 1 outputs an (ε, δ) estimate M̂ for |M |.

S6 1

T6 0

S5 1

T5 1

S1 1

T1 0

S4 0

T4 1

S2 0

T2 1

S3 0

T3 0

S-pair D-pair N-pair

S7 0

T7 X

S8 X

T8 1

S9 X

T9 X

Figure 5: Distinguish different types of pairs for es-
timating the number of counterfeits.

4.3.2 Estimating the number of counterfeits

Given the set S and T , the cardinality of the set-difference
|C| = |T − S| is the number of distinct tags that are in T
but not in S, i.e., the counterfeit ones. Here, we introduce
an (ε, δ) approximation scheme for estimating |C| based on

the former accurate estimate M̂ . It is worth noting that a
”naive”method may be proposed to use |T − S| = |T ∪ S| −
|S| formula and corresponding (ε, δ) estimates of both |T ∪
S| and |S| to estimate the cardinality of this set-difference.
However, this ”naive” approach does not give any accuracy
guarantees of the approximation for |T −S|, i.e., it is not an
(ε, δ) estimation scheme as needed.
Estimating |C| procedure is composed of three essential

parts. First, assume that we get an estimate M̂ with ( ε
3
, δ).

And then we choose the level rc = ⌈log ( αM̂
1−ε

)⌉, such that
the number of elements that can be hashed into this level,
2rc+1, is slightly greater than M̂ , where α is a constant
parameter greater than 1 (line 3). Second, in order to obtain
difference ratio (pd), we seek to distinguish different types
of pairs and record their counts. Third, we combine the
observed difference ratio and the estimate M̂ to compute
the approximation of set difference Ĉ.
The core of estimating |C| is the second part. As shown

in Figure 5, there are 9 AS pairs. And if one slot is ”1” and
the corresponding slot is ”0” or ”1”, the pair is called single-
ton pair, S-pair for short. Further if the slot of Si is ’0’ and
slot Ti is ’1’, the pair is denoted as difference pair, D-pair
for short. The other pairs are called N-pair. Obviously, all
D-pairs are S-pairs. And the count of S-pair is 5 (singleton-
Count) and its of D-pair is 3 (diffCount). Therefore, we can
roughly estimate that the number of counterfeiting ones is
about 3

5
|M |.

Definition 2. For a specific index rc (0 ≤ rc ≤ 31), let
Uc = 2rc+1, we define

xM (rc) =

{

1 the index rc of ASS∪T is singleton
0 otherwise.

We can have that the xM (rc) takes 1 with probability pM =

|S ∪ T | · 1
Uc

(1 − 1
Uc

)|S∪T |−1, as the probability of a given

element mapped to level rc is 1
Uc

, and the probability of a

given element being singleton is 1
Uc

(1− 1
Uc

)|S∪T |−1. And we
also define

xC(rc) =

{

1 the index rc of AST is ”1” and ASS is ”0”
0 otherwise.
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Likewise, xC(rc) takes 1 with probability pC = |T − S| ·
1
Uc

(1− 1
Uc

)|S∪T |−1. Therefore, we can define the conditional
probability pd as

pd =
pC
pM

=
|T − S| · 1

Uc
(1− 1

Uc
)|S∪T |−1

|S ∪ T | · 1
Uc

(1− 1
Uc

)|S∪T |−1
=
|T − S|

|S ∪ T |
. (3)

We also define d́c =
∑dc−1

i=0 xM (r)i over dc AS pairs, the
number of S-pairs.

From above definitions, we can deduce the formula for
estimating |C| as

Ĉ = p̂d · M̂, (4)

where p̂d = diffCount/singletonCount.

In order to produce an (ε, δ) estimate Ĉ, the following
lemmas deal with three questions. 1. dc. How many pairs
of independent ASes are enough to produce specified number
of S-pairs? 2. d́c. How many S-pairs are needed to provide
accurate estimate of pd? 3. How accurate of M̂ and p̂d are
adequate to give an (ε, δ) estimate Ĉ?

Lemma 3. Let α > 1 and rc = ⌈log (α|S∪T |
1−ε

)⌉. For any

constant γ between 0 and 1, if dc ≥
3α2

γ2(α−1)
ln 2

δ
, then d́c >

(1−γ)(α−1)

α2 dc with probability 1− δ.

Proof. As rc = ⌈log (α|S∪T |
1−ε

)⌉, we have that |S∪T |
Uc

< 1
α
.

By Bernoulli inequality [33], we can obtain the lower-bound
of pM

pM >
|S ∪ T |

Uc

(1−
|S ∪ T |

Uc

) >
α− 1

α2
.

Again by Chernoff bound [32], we can obtain an estimate

ˆpM = d́c
dc

such that Pr[| ˆpM − pM | ≤ γpM ] ≥ 1− δ as long as

dc ≥
3α2

γ2(α−1)
ln 2

δ
≥ 1

pM

3
γ2 ln 2

δ
. Thus

ˆpM ≥ (1− γ)pM ⇔ d́c ≥ (1− γ)pM · dc >
(1− γ)(α− 1)

α2
dc.

Lemma 4. If d́c ≥
|S∪T |
|T−S|

3
η2 ln 2

δ
, p̂d is an (η, δ) estimate.

Proof. By Chernoff bound [32], we know that as long as

d́cpd ≥
3
η2 ln 2

δ
, p̂d is within a relative error η with proba-

bility 1 − δ. And combing equation (3), it gives that d́c ≥
|S∪T |
|T−S|

3
η2 ln 2

δ
.

Lemma 5. If we have an ( ε
3
, δ) estimate M̂ for |M |, and

an ( ε
3
, δ) estimate p̂d for pd, then p̂dM̂ is an (ε, δ) estimate

of pdM , i.e., C.

Proof. |p̂dM̂ − pdM | = |pd(1 ±
ε
3
)M(1 ± ε

3
) − pdM | ≤

pdM(± 2ε
3
+ ε2

9
) ≤ εpdM .

By lemma 3 and 4, we know that in order to get an (η, δ)

estimate p̂d, dc should be at least α2

(1−γ)(α−1)
|S∪T |
|T−S|

3
η2 ln 2

δ
.

And also by lemma 3, dc should be at least 3α2

γ2(α−1)
ln 2

δ
.

Combing those two conditions, hence we get

dc ≥
α2

min{1− γ, γ2}(α− 1)

|S ∪ T |

|T − S|

3

η2
ln

2

δ
= d1c . (5)

Algorithm 3 Estimating the number of counterfeits

Input: relative error ε, error probability δ.
Output: estimate Ĉ.
1: compute dc by theorem 2.
2: generate dc independent AS pairs of S and T as in Al-

gorithm 1 and 2.
3: M̂=GetEstimateM(ASdc,

ε
3
, δ).

4: singletonCount← 0, diffCount← 0.

5: α = 2, rc ← ⌈log ( αM̂
1−ε

)⌉.
6: for i = 0 to dc − 1 do
7: if (ASS

i [rc] == 0 and AST
i [rc] == 1 ) or

(ASS
i [rc] == 1 and AST

i [rc] == 0 ) or (ASS
i [rc] == 1

and AST
i [rc] == 1 ) then

8: singletonCount← singletonCount+ 1.
9: if ASS

i [rc] == 0 and AST
i [rc] == 1 then

10: diffCount← diffCount+ 1.
11: end if
12: end if
13: end for
14: return Ĉ = diffCount

singletonCount
· M̂ .

15: GetEstimateM(ASdc,ε, δ)

16: index← 0, found← false, λ← ε
2
, minC ← (1+λ)dm

4
.

17: dm ← 384
7ε2

ln 2
δ
, randomly select dm pairs ASdm from

ASdc.
18: while index ≤ 31 and !found do
19: NCount← 0.
20: for i = 0 to dm − 1 do
21: if ASS

i [index] 6= 0 or AST
i [index] 6= 0 then

22: NCount← NCount+ 1.
23: end if
24: end for
25: if NCount > minC then
26: index← index+ 1.
27: else
28: found← true.
29: end if
30: end while
31: p̂← NCount

dm
, M̂ ← ln (1−p̂)

ln (1− 1

2index+1
)
.

32: return M̂ .

In order to get minimum dc, we can compute the optimal

values for γ and α. The results are γ =
√

5−1
2

, α = 2. The

first lower-bound of dc is denoted as d1c . And by lemma 5,
let η = ε

3
, we can get an ( ε

3
, δ) estimate of pd. By theorem

1, in order to get an ( ε
3
, δ) estimate for |M |, we get

dc ≥
3456

7ε2
ln

2

δ
= d2c . (6)

The second lower-bound of dc is denoted as d2c . Based on
the above analysis, we can state the following theorem.

Theorem 2 (Estimating the number of counterfeits).

If dc = max{d1c , d
2
c}, equation 4 outputs an (ε, δ) estimate Ĉ

for |C|.

Algorithm 3 shows the pseudocode of estimating the num-
ber of counterfeits.

4.3.3 Estimating the number of genuines

According to the concept of genuineness, the number of
genuines in T can be defined as |G| = |S ∩T |, i.e., the num-
ber of distinct keys that are in both T and S. Fortunately,
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the (ε, δ) estimation algorithm of G is very similar to Algo-
rithm 3. The only difference is that the condition of line 9
should be changed into ”ASS

i [rc] == 1 and AST
i [rc] == 1”.

Similarly, we can obtain the formula for estimating |G| as

Ĝ = p̂s · M̂, (7)

where p̂s is the identical ratio. Likewise, we derive the lower-
bound of dg as follows

dg ≥
α2

min{1− γ, γ2}(α− 1)

|S ∪ T |

|S ∩ T |

3

η2
ln

2

δ
= d1g (8)

dg ≥
3456

7ε2
ln

2

δ
= d2g (9)

Thus, we can establish the following theorem.

Theorem 3 (Estimating the number of genuines).
If dg = max{d1g, d

2
g}, equation 7 outputs an (ε, δ) estimate

Ĝ for |G|.

5. DISCUSSION
In this section, we discuss several important issues of our

proposed algorithms.

5.1 t-wise Independent Hash Functions
So far, the design and analysis of our schemes assume that

there exist ideal uniformly random hash functions. In fact
this assumption is unrealistic for practical use. Therefore,
we can employ t-wise independent hash functions to ensure
our former analysis still hold. Actually, if t = Θ(log (ε−1)),
then using hi from t-wise independent hash family Ht as
alternatives of hu in AS constructions, we can still provide
(ε, δ) estimates for the number of counterfeits and genuines.
Due to limited space, we omit the details here.

5.2 Singleton Slot Observation
In the line 5 of Algorithm 4, ”ASS

i == 1 and AST
i == 1”

is one of conditions that singleton is found in (S ∪ T ). This
condition may fail if two elements are ”luckily” enough to
be mapped into the same slot. Fortunately, we can prove
that the possibility of this ”luck” is rather small and neg-
ligible in practical use. This possibility, denoted as pl, is
that two different elements are hashed into index level and
also are singletons in their respective AS. Therefore, we have

pl =
1
Uc

(1− 1
Uc

)|S∪T |−2 ≈ 1
M
(1− 1

M
)M−2 where Uc = αM̂

1−ε
.

Therefore, we know that even if the server only has M =
10, 000 keys, then pl is about 0.000, 037. And with the in-
creasing number of keys on the server, pl would be even
smaller. As a matter of fact, we can also use an extra round
to determine whether the undecided slot is the singleton slot
in M using rolling schemes similar in [30].

5.3 The Size of Counterfeits/genuines
Another practical problem is that the size of counter-

feits/genuines may be too small. For example, if |S∪T |
|T−S| is

quite large, estimation problem would become difficult as in
equation 5. To address this issue, we know that the share of
counterfeiting commodities in real life is about 5% to 7%
[2]. Therefore, we can provide the ”sanity” lower bound
B = f(M,dc, ε, δ) determined by our theorem. Then our
earlier statements about (ε, δ) estimate can be formed like
this: ”...outputs (ε, δ) estimate of |C| as long as |C| ≥ B”.

Table 1: Scheme comparison

Scheme Scanning
Cost

Communication
Cost

Authentication
Cost

Hash
Lock

O(n) O(n) O(nN)

ACTION O(n logN) O(n logN) O(nlogN)

SEBA 1 O(N) O(N) O(N)

INC O(N
n
logN) O(N

n
logN) O(N

n
logN)

However, as shown later in evaluation part we know that
this sanity bound is rather pessimistic, it may due to that
fact that our analysis are based on the worst-case analysis.
Furthermore, we may divide keys on the server into tree or
other organized data structures in which the initial match-
ing space O(N) might be effectively reduced. For example,
keys of tagged items are group by different categories such
as wine and clothes. And so when authenticating wines, S
should be Swine, not Swine ∪ Sclothes.

5.4 Time-efficient Optimization
Although the communication cost and AS construction

time are sublinear with the cardinality of RFID system,
there are possible solutions to further boost authentication
efficiency. Remember in Algorithm 3 that the estimation are
performed on some specific level, e.g., index, because the el-
ements of ASes below this level are almost ’X’ or ’1’. There-
fore, if we can obtain the scale of |S∪T | as a prior knowledge,
AS can be compressed from logN slots into (logN − index)
slots or log logN , where index is the estimation start level.
Thus, compressed AS may significantly speed up the authen-
tication process.

5.5 Energy-efficient Optimization
The energy cost of the tag is one important issue we

should carefully cope with. For example, in a large ware-
house equipped with RFID system, active tags are usually
used to label commodities [26]. Since active tags are battery-
powered, recharging batteries for thousands of tags is really
a heavy work, and even in some cases the tags are not easily
reachable. As our early analysis shown, although this num-
ber of ASes is sublinear with the cardinality of RFID sys-
tem, it still imposes heavy burdens for resource constraint
tags since all tags are required to respond to each interroga-
tion from reader during authentication. To further reduce
energy consumption of tags, mechanisms that may shift the
energy consumption from tag side to reader side are neces-
sary. One possible solution is to build an energy-efficient
AS data structure of which the organization is based on a
hash function (e.g., hg) and each tag contributes to all ASes
sequentially. The design this hash function is to divide tags
into several groups and minimize the number of data trans-
missions of tags.

5.6 Comparison
Table 1 compares INC with three state-of-the-art authen-

tication schemes: Hash lock [4], ACTION [6] and SEBA

1As optimal frame length functions are complex and im-
plicit, therefore we use simple function as δ = 0.99. See
details in [7].
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1 2 3 4 5
0

0.2

0.4

0.6

0.8

1

Number of tags(x10
4
)

R
e
la

ti
v
e
 e

rr
o
r

32 ASes

64 ASes

128 ASes

256 ASes

512 ASes

Figure 9: Relative error of estimate
Ĝ.
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[7]. Refresh [21], which achieves better authentication ef-
ficiency over ACTION, is not included in this comparison
in terms of fairness. Since it is based on the weak pri-
vacy model in which the improvement of the authentication
efficiency is at the cost of the privacy degradation. The
comparison mainly consists of three metrics: (i) scanning
cost that is the complexity of acquiring the authentication
information; (ii) communication cost which is the amount
of data transmissions between reader and server; and (iii)
authentication cost which is the time of verifying n tags
in N server-stored keys. As Hash lock and ACTION are
per-tag based deterministic authentication schemes, we as-
sume an omniscient anti-collision solution is with them in
which n tags can transmit identification information in a
frame of size n perfectly. As characteristics of determin-
istic approaches, scanning cost and communication cost of
Hash lock are O(n). With the help of tree-based data struc-
tures, ACTION achieves O(nlogN) efficiency in terms of
scanning cost, communication cost and authentication cost,
while authentication cost of Hash lock is O(nN) with lin-
ear searching. For SEBA [7], as the optimal frame length is
7(N + nε) , the scanning cost, communication cost and au-
thentication cost are O(N). From theorem 2 and theorem 3,
we know that for a given (ε, δ), the space complexity of ASes

is O( log (δ−1)N

ε2n
logN). If we treat (ε, δ) as constants, there-

fore we can easily deduce the corresponding scanning cost,
communication cost and authentication cost. We can see
that if the size of tested set n is relatively small, ACTION
maybe the best solution. But when n is growing larger and

larger, INC wins the contest as its complexity is asymptoti-
cally towards O(logN).

6. EVALUATION
We evaluate the performance of INC under extensive sim-

ulations. First, we study the estimation accuracy with tun-
able size of ASes under various settings. Then we compare
INC with two most recent methods ACTION [6] and SEBA
[7] in terms of scanning cost and communication overhead.

6.1 Setup and Metrics
The simulations are implemented on a laptop with Intel i7

CPU at 2.8GHz and 4GB RAM, using C# as programming
language. In order to support ACTION of depth 21 with
N = 220 = 1, 408, 576 server tags, we have 221 = 2, 097, 152
keys stored in SQLExpress 9.00 database. For ACTION, we
use MD5 as the uniform hash function. Therefore each tag
is associated with 21 key values. According to reports in [2],
we set the ratio of counterfeiting tags at 7%. We take 300
runs and report the average.
The estimation accuracy of the number of counterfeits or

genuines is the most important metric for our authentica-
tion scheme. We use three standard parameters to measure
the accuracy of INC. The first parameter is relative error:

RelError = | θ̂−θ
θ
|, where θ is the actual number and θ̂ is

the estimate. The second parameter is standard deviation:

σ =

√

E[(θ̂ − θ)2]. The third parameter is normalized stan-

dard deviation: σn = σ
E[θ]

.
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Figure 12: Communication cost between reader and server (in log scale).

Table 2: Total slots to meet δ = 1% with different ε

ε
n = 50, 000

ACTION SEBA INC

5% 1,050,000 1,051,076 808,992

10% 1,050,000 1,053,576 202,240

15% 1,050,000 1,056,076 89,888

20% 1,050,000 1,058,576 50,560

n = 100, 000

5% 2,100,000 1,053,576 404,480

10% 2,100,000 1,058,576 101,120

15% 2,100,000 1,063,576 44,928

20% 2,100,000 1,068,576 25,280

6.2 INC Investigation
The results in Figures 6, 7, and 8, show that the accu-

racy of estimating the number of counterfeits in tested tags.
From those figures, we make following observations. First,
we can improve estimation accuracy of INC by increasing
the number of ASes. As illustrated in Figure 6, increasing
the number of ASs lead to significant drops of relative error.
In particular, when the number of tags is 50,000, the relative
error is 0.37 with 32 ASes and drops close to 0.1 with 512
ASes. This nice linearly addible property of INC provides us
flexibility of making tradeoffs between estimation accuracy
and efficiency according to different application demands.
Second, the standard deviation can be greatly reduced by
larger size of ASes, which is indicating in Figure 7. Third,
normalized standard deviations are getting steadily smaller
with increasing the cardinality of tags. As shown in Figure
8, the normalized standard deviation is 5.1 with 10,000 tags
and diminishes to 2.4 with 50,000 tags using 512 ASes.

Similar trends can also be observed in Figures 9, 10 and
11. We can see that the estimate Ĝ of approximating the
number of genuines is advantageous over Ĉ in all three as-
pects. As we stated in Section 5.3, the main reason is that
the number of genuine tags is larger than its of counterfeits,
since we set the share of counterfeiting tags at 7%. Relative
errors with different size of tags from 10,000 to 50,000 with
512 ASes are below 0.2 and most of them are about 0.01.

From normalized standard deviation perspective, Ĝ is also
an excellent estimator. As shown in Figure 11, for 50,000
tags, the normalized standard deviation is 0.57 with only
512 ASes.

6.3 Performance Comparison
We compare the performance of INC with the two state-

of-the-art approaches ACTION and SEBA. We mainly com-
pare the scanning cost and communication cost under dif-
ferent accuracy settings. Here we measure scanning time in
terms of the total time slots to acquire authentication in-
formation and communication cost in terms of data size of
transmissions between reader and server.
We compare three methods given δ = 1% and ε changing

from 5% to 20% and the size of tags at 50,000 and 100,000.
As shown in Table 2, INC significantly outperforms both
ACTION and SEBA. For instance, total time slots of INC
is 8.5% of SEBA when ε = 15%, n = 50, 000 and is 1.2%
of ACTION when ε = 20%, n = 100, 000. The communi-
cation cost results of three schemes are depicted in Figure
12. We assume that the length of identification ID is 96
bits [18] in ACTION and the length of bit-string for each
time slot is 10 bits [22] in SEBA and INC. Again, we can
see that INC achieves much lower communication cost than
both ACTION and SEBA, e.g., the data size of transmis-
sions of INC is merely 0.3% of ACTION and 4.7% of SEBA
when ε = 20%, n = 50, 000. From a different perspec-
tive, above comparison results indicate that given a certain
amount of transmission data or scanning time requirement,
the authentication accuracy of INC will be much better than
ACTION and SEBA. As a matter of fact, since INC achieve
O(N

n
logN) efficiency, when the size of tags quickly scales,

the performance gain of INC over ACTION and SEBA is
growing larger.

7. CONCLUSION
This paper proposes a probabilistic batch authentication

schemes, INC, for large-scale RFID systems. Compared with
previous methods. INC not only achieves sublinear authen-
tication efficiency, but also provides accurate estimate of
the number of counterfeits and genuines. Both theoretical
analysis and extensive simulations are presented to show ad-
vantages of INC over prior work. In future work, we plan
to examine whether our estimation bounds are tight. And
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also we intend to extend our framework to multiple readers
scenarios, in which each reader has its own operation range
and tag set.
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