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Abstract—A large number of servers are interconnected using a specific datacenter network to deliver the infrastructure as a service (IaaS). Multicast can jointly utilize the network resources and further reduce the consumption of network bandwidth more than individual unicast. The source of a multicast service, however, does not need to be in a specific location as long as certain constraints are satisfied. This means the multicast can have uncertain sources, which could reduce the network resource consumption more than a traditional multicast service and further improve the quality of service. In this paper, we propose a novel reliable multicast service with uncertain sources named ReMUS. The goal is to minimize the sum of the transfer cost and the recovery cost, although finding such a ReMUS is very challenging. Thus, we design a source-based multicast method to solve this problem by exploiting the flexibility of sources when no recovery nodes exist in the network. Furthermore, we design a general multicast method to jointly exploit the benefits of uncertain sources and recovery nodes to minimize the total cost of ReMUS. We conduct extensive evaluations under Internet2 and datacenter networks. The results indicate that our methods can efficiently realize the reliable and scalable multicast with uncertain sources, irrespective of the settings of networks and multcasts. To the best of our knowledge, we are the first to study the reliable multicast service under uncertain sources.
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1 INTRODUCTION

Infrastructure as a Service (IaaS) is a form of cloud computing, which enables tenants to multiplex computing, storage and network resources in data centers. Multicast is an efficient method for delivering the same content from a source node to a group of destinations in those data centers. It can considerably save the amount of consumption of network resources more than a series of individual unicasts. Owing to avoiding unnecessary traffic duplication in intermediate nodes and links, multicast can effectively reduce the bandwidth consumption by around 50 percent in backbone networks [1]. Meanwhile, multicast can release the loads of the source node and associated network links [2].

A number of novel multicast methods have been proposed recently and can be roughly divided into two categories. The first one focuses on reducing the consumption of network bandwidth. Many multicast services prefer to deliver the same content to a group of destinations along a shortest-path tree, such as PIM-SM [3]. The multicast tree can reduce more bandwidth consumption if those shortest paths from the same source to the destinations share more links. The second one aims to ensure the reliable transmission of multicast. Nowadays, the reliable multicast becomes crucial in providing reliable services for many important Internet and datacenter applications [4]. To achieve a reliable transmission of multicast, the source-based reliable multicast methods aim to recover the lost packets from the source node directly [5]. It, however, suffers from the reliability and availability problems since only one source node serves the recovery requests from all destinations. Accordingly, Shen et al. propose the Recover-aware Steiner Tree (RST) problem [6]. They introduce at least one recovery node between the source and each destination to facilitate the local loss recovery. Then, they design an approximation algorithm, RAERA, to minimize the sum of the tree cost and the recovery cost.

Besides the above two categories, the traditional multicast experiences uncertain sources [7], [8] which bring new challenges and opportunities to the design of multicast methods. The root cause is the wide usage of the content replica strategy in various networks. For example, each file block in GFS [9] and HDFS [10] has at least two replicas besides the original one across the datacenter. Furthermore, many content delivery services have adopted the content replica design to improve its robustness and efficiency [11], [12]. Each replica of a given file has the capability to serve as a source node for a multicast transfer. That is, the source of a multicast does not need to be fixed at a specific location as long as certain constraints are satisfied. This brings the multicast with uncertain sources, which further reduces the consumption of the network bandwidth.
In this paper, we reveal the reliable and bandwidth-efficient multicast service with uncertain sources, named as the ReMUS problem. A source node or recovery node will retransmit lost packets towards a destination and incur the recovery cost in the case of packet loss. The goal of ReMUS is to jointly minimize the cost of transfers and recoveries for the reliable multicast service. The ReMUS problem faces fundamental challenging issues. First, the bandwidth-efficiency and reliability somehow conflict with each other. The use of recovery nodes is effective for realizing the reliable multicast, but can directly change the design of a multicast tree by increasing the transfer cost. Second, the appearance of uncertain sources incurs complicated impacts on the transfer cost as well as the recovery cost. Uncertain sources need to be carefully scheduled to reduce the transfer cost. Moreover, uncertain sources are also helpful in reducing the recovery cost.

Hu et al. proposed the minimum cost forest (MCF) building method for the multicast with uncertain sources [7]. It aims to minimize the transfer cost by carefully exploiting the flexibility of those uncertain sources, but does not support reliable multicast transmission. The RAERA method motivates to ensure the reliable transmission for the traditional multicast with recovery nodes [6]. It, however, neither supports the multicast of uncertain sources nor considers the cooperative use of uncertain sources and recovery nodes. Despite multicast with uncertain sources or failures has been studied individually, such prior methods and their simple combinations remain inapplicable to the ReMUS problem.

The challenge of ReMUS stems from the selection of source nodes and recovery nodes and their impacts on routing cost. Thus, we propose two efficient methods to approximate the optimal solution under two general scenarios. If no recovery nodes exist in the network, the source-based multicast method constructs the desired transfer forest, where all sources in the forest act as the recovery proxies. By contrast, a general building method of a multicast forest is designed, given the number and locations of recovery nodes. The building process of the multicast forest will employ some necessary recovery nodes, which act as the recovery proxies with some sources together if necessary. Under both scenarios, an intrinsic constraint about the forest is that each destination only reaches one source, no matter how many uncertain sources are employed by the forest. We then conduct extensive evaluations in Internet2 and datacenter networks. The results indicate that our two methods can efficiently realize the reliable and bandwidth-efficient multicast under uncertain sources, irrespective of the settings of networks and multicasts.

The major contributions of this paper are summarized as follows:

1) We first propose the reliable multicast service with uncertain sources (ReMUS) problem, and then, formally characterize the problem.
2) We design the source-based reliable multicast method, which can minimize the total cost of ReMUS when no recovery nodes exist in the network.
3) We further design a general recovery model for the ReMUS problem and propose the recovery node-based multicast method, which jointly exploits both recovery nodes and uncertain sources in networks.
4) We conduct extensive evaluations in Internet2 and datacenter networks. The results show the efficiency and effectiveness of our two methods under the various settings of networks and multicasts.

The rest of this paper is organized as follows. In Section 2, we first present the background and preliminaries and then introduce the statement and formulation of the ReMUS problem. Section 3 designs the source-based and general methods for constructing a desired multicast forest to solve the ReMUS problem. In Section 4, we evaluate the performances of our methods under the network topologies of Internet2 and datacenter networks. We summarize the related work and conclude this paper in Sections 5 and 6, respectively.

2 PROBLEM DESCRIPTION OF REMUS

In this section, we first introduce the background and preliminaries. After that, we describe the problem of ReMUS, and then formally characterize the ReMUS as an NLP problem and discuss its hardness.

2.1 Background and Preliminaries

We introduce some background and preliminaries about the reliable multicast and the multicast with uncertain sources.

2.1.1 Reliable Multicast

The problem of reliable unicast data delivery is well understood and a variety of solutions have been proposed. However, the multicast transmission offers the most promising approach for the reliable transmission of data to a potentially large group of receivers. For source-based reliable multicast (SRM) [5], when receiver(s) detect the missing data, they wait for a random time determined by their distance from the original source of the data then send a repair request. After the source receives a repair request, the source re-delivers lost packets to the corresponding receiver.

For example, when packet loss occurs in any one multicast link in Fig. 1a, source $s_1$ retransfers these lost packets to the corresponding destinations via unicast. The source-based reliable multicast suffers from the reliability and scalability problems since the single source needs to provide loss recovery for a large number of destinations. To effectively address this crucial issue, recovery nodes are placed between the source and the destinations to facilitate the local loss recovery. The idea is similar to the web and multimedia cache/proxy servers wide deployed today, with the goal to facilitate local services and avoid load concentration on the source node. For a multicast tree, it is necessary to span suitable recovery nodes for local loss recovery and the minimization of the recovery cost.

Shen et al. proposed a new reliable multicast tree for the SDN, named Recover-aware Steiner Tree [6]. The goal of RST is to minimize both tree and recovery costs by the selection of recovery nodes. Fig. 1b shows a multicast tree, which spans suitable recovery nodes. In Fig. 1b, $r_1$ will deliver lost packets to $d_0$ facilitating the local loss recovery, when $d_0$ fails to receive some packets. It is remarkable that the recovery from node $r_1$ will incur less recovery cost than recovering from source $s_1$. Therefore, the local recovery can reduce the unnecessary consumption of bandwidth.
2.1.2 Multicast with Uncertain Sources

Traditional multicast methods, however, assume prior knowledge of multicast characteristics, i.e., the source of each multicast group is fixed in advance. It is called as the deterministic multicast. However, in many cases, the characteristics of a multicast service are unknown in advance. In this case, the multicast is with uncertain sources, as shown in Definition 2.1.

**Definition 2.1 (Uncertain Sources).** Given a set of sources, some sources can be selected as the root nodes for a multicast service at the same time. In this case, for a multicast service, the number of root nodes and their locations are uncertain.

A major reason for uncertain sources is the wide used content replica designs for improving the robustness and efficiency in various networks. While delivering a content file to multiple destinations, the source of such a multicast service can be any one replica in theory [7], [8]. Those data copies all can be utilized for a multicast service. The key challenge is how to select the source nodes for multicast with uncertain sources. Hu et al. proposed a new multicast scheme with uncertain sources for SDN, called uncertain multicast [7]. Given destinations and uncertain sources, together with the network topology, the uncertain multicast problem aims to construct a forest, which achieves the minimal cost of multicast transmission. More precisely, consider a network \( G(V, E) \), where \( V \) and \( E \) denote the set of nodes (switches and servers) and edges (links), respectively. Each edge \( e \in E \) is associated with a cost. Without generality, the weight of each edge is set to unity to normalize the total transmission cost of an uncertain multicast, which is formalized in Definition 2.2.

**Definition 2.2 (Uncertain Multicast).** Given a destination set \( D \subseteq V \) and a potential source set \( S \subseteq V \), an uncertain multicast means to build a multicast forest \( F \) to deliver the same content to all destinations in the set \( D \) from partial even all sources in the set \( S \). A constraint of the multicast forest \( F \) is that each destination just reaches to one and only one source in set \( S \).

As shown in Fig. 1c, the source set \( S \) includes four source nodes \( \{s_1, s_2, s_3, s_4\} \). The solid lines denote that the corresponding links are employed for the multicast transfer in Fig. 1c. The link between \( s_1 \) and \( s_2 \) is not employed, which means that destination \( d_7 \) can just reach to source \( s_2 \) and can not reach to source \( s_1 \). The constraint for the uncertain multicast indicates that the employed links for a multicast transfer cannot connect two source nodes because that results in the waste of network bandwidth. In Fig. 1c, the forest for the multicast with uncertain sources only employs 10 links. However, the multicast employs 13 links for the same destinations in Fig. 1a. More links mean more bandwidth consumption. Therefore, uncertain sources are helpful to reduce the network bandwidth consumption.

2.2 Problem Statement

In this paper, we propose the problem of reliable multicast service with uncertain sources. The ReMUS problem finds a desired forest \( F \), which employs the necessary sources and recovery nodes. A constraint is that each destination only reaches one source. Meanwhile, the sources and recovery nodes can be jointly exploited to achieve the reliable multicast service. We first give the definition of recovery proxy in Definition 2.3. Given the number and locations of sources and recovery nodes, the building process of multicast forest will decide the locations of recovery proxies. When there are lost packets, the recovery proxies will retransfer the lost packets.

**Definition 2.3 (Recovery Proxy).** Assume that there exists a candidate recovery node set \( C \subseteq V \) in \( G(V, E) \). For an uncertain multicast with a source node set \( S \subseteq V \) and a destination node set \( D \subseteq V \), the recovery proxy of a destination is a related source or a recovery node on the path from the related source to the destination. When destination \( d \in D \) fails to receive some packets, the recovery proxy can retransfer lost packets to the destination.

We then formalize the ReMUS problem in Definition 2.4.

**Definition 2.4 (ReMUS Problem).** Given a destination set \( D \subseteq V \), a potential source set \( S \subseteq V \), and a candidate set of recovery nodes \( C \subseteq V \), the ReMUS means to build a multicast forest \( F \) to deliver the same content to all destinations in the set \( D \) from partial even all sources in the set \( S \). A constraint is that each destination just reaches to one and only one source in set \( S \). Meanwhile, recovery proxies can retransfer lost packets to the corresponding destinations, when packet loss occurs.
The objective of the ReMUS problem is to minimize the sum of the transfer cost and the recovery cost. The transfer cost is represented by \( c(F) \), which is the sum of the edge cost \( c(e) \) for every edge \( e \in F \). The entire recovery cost is calculated by the product of the recovery cost of each destination and the retransfer probability. The recovery cost \( \kappa_d \) of each destination \( d \) is related to the cost of the path towards its recovery proxy \( r \). The recovery cost of the ReMUS is represented by \( w(F) \), which is the sum of the recovery cost \( \kappa_d \) for every node \( d \in D \).

Given a non-negative value \( \alpha \), the optimization goal of the ReMUS problem is to find a subset \( H \) from source set \( S \), a subset \( R \) from recovery set \( C \) and a forest \( F \) encompassing \( H, R \) and \( D \) such that \( c(F) + \alpha w(F) \) is minimized. If the network is heavily loaded, it is necessary to assign a larger \( \alpha \) such that the recovery nodes will play a more important role in order to effectively reduce the recovery cost. To clarify this problem, we present an illustrative example.

**Illustrative Examples of the ReMUS Problem.** We show the impact of multiple sources on the reliable and bandwidth-efficient multicast. For the ReMUS problem, where multiple sources \( \{s_1, s_2, s_3, s_4\} \) are available in Fig. 1d. Meanwhile, Fig. 1d plots a desired forest, which includes all destinations \( \{d_1, d_2, d_3, d_4, d_5, d_6, d_7\} \), several recovery nodes, and necessary sources. Each destination reaches only one source through this forest. The multicast forest employs 10 links, while the multicast tree in Fig. 1b employs 13 links. This indicates that uncertain sources are very effective for reducing the transfer cost of a traditional multicast. Moreover, the recovery proxy of destination \( d_6 \) changes with recovery node \( r_1 \) in Fig. 1d from \( S_1 \) in Fig. 1c after introducing recovery nodes.

In this way, the recovery cost of destination \( d_6 \) decreases since its recovery path is shortened. This indicates that recovery nodes have the potential to reduce the recovery cost.

Given the number of source and recovery nodes and their locations, to minimize the total cost of the ReMUS, we will jointly consider the cost of transfer and recovery. Therefore, it is essential to consider the locations of candidate sources and recovery nodes during constructing the multicast forest. Meanwhile, it is also feasible that no recovery nodes exist on the path from a source to a destination in the multicast forest; hence, the source will act as the recovery proxy of the corresponding destination.

### 2.3 The Recovery Models for the ReMUS

In practice, it is crucial to design dedicated recovery models for the ReMUS problem under different settings of recovery nodes. In this section, we rethink the source-based recovery model under uncertain sources, and then design a general recovery model when some recovery nodes have been deployed in networks.

#### 2.3.1 Rethinking the Source-based Recovery Model

To realize the reliable multicast, the source-based recovery model is an intrinsic way when there is no recovery node in the network. For example, dedicated source-based methods have been presented to support the reliable multicast transfer with a single source [5]. As shown in Fig. 1a, source \( s_1 \) will retransfer if any node or link on the path from \( s_1 \) to \( d_5 \) loses packets. Here, we rethink this kind of recovery model in the case of uncertain sources. Multiple potential sources bring new opportunities to reduce the transfer cost and recovery cost, as shown in Fig. 1c.

For a multicast with uncertain sources, it is required to design a desired multicast forest to span all destinations and necessary sources. Consequently, each destination reaches only one source, while any pair of destinations may reach different sources. Thus, each destination should be recovered by the right source. The caused recovery cost for any destination is equal to the product of the retransfer probability and the cost of recovery path towards the right source in the multicast forest. The recovery cost of ReMUS problem means the sum of the recovery cost of all destinations.

We use \( \beta_1 \) to denote the probability of packet loss on any link \( e \) in the network. Assume that the path from destination \( d \) to its source \( s \) consists of \( n \) links, \( e_1, e_2, \ldots, e_n \), in the multicast forest. The retransfer probability from \( s \) to \( d \) is calculated in Equation (1), which is equal to the probability of the packet loss on at least one link in the path.

\[
\beta_{s,d} = 1 - \prod_{i=1}^{n} (1 - \beta_{e_i}).
\]

In this case, the recovery cost of destination \( d \) is given by Equation (2).

\[
\kappa_d = \beta_{s,d} \times \sum_{i=1}^{n} c(e_i).
\]

The recovery cost of ReMUS is the sum of the recovery cost of all destinations.

#### 2.3.2 Designing a General Recovery Model

If a set of recovery nodes are deployed in the network in advance, the resultant multicast forest for any uncertain multicast may employ some recovery nodes. In this way, recovery node \( r \) between source \( s \) and destination \( d \) in the forest would deliver local recovery, if needed. Under this circumstance, the recovery cost for destination \( d \) is equal to the retransfer probability times the cost of the recovery path from \( r \) to \( d \) in the forest. This recovery cost for destination \( d \) is definitely less than the recovery cost from source \( s \) since recovery node \( r \) is closer to destination \( d \) than source \( s \). Additionally, if the recovery node \( r \) also fails to receive these lost packets or there exists no recovery node on the path from a source to a destination in the forest, it is reasonable that the destination can be recovered by the related source in the forest. Therefore, this general recovery model is more suitable than the recovery models solely based on sources or recovery nodes.

To characterize this general recovery model, let \( R(d) \) denote the set of all recovery proxies at destination \( d \). It contains not only all recovery nodes but also the only source on the path from the corresponding source to destination \( d \) in a multicast forest. Let a recovery proxy \( r(d) \) denote the related source of destination \( d \) since the source can also retransfer lost packets if necessary. Let \( n_{dr(d)} \) denote the probability of recovery from a recovery proxy \( r(d) \), \( 1 \leq i \leq |R(d)| \), which is calculated in Equation (3).

\[
n_{dr(d)} = (1 - \beta_{sr(d)}) \times \beta_{r(d)r(d+1)}, 1 \leq i \leq |R(d)|.
\]
When destination $d$ needs to be recovered from $r(d)_i$, it means that $r(d)_i$ has received the lost packets, but $r(d)_{i+1}$ has not received those packets. Therefore, destination $d$ can be recovered from $r(d)_{i+1}$. In Equation (3), $\beta_{r(d)_i}$ and $\beta_{r(d)_{i+1}}$ denote the probability of packet loss in the path from $s$ to $r(d)_i$ and the path from $r(d)_i$ to $r(d)_{i+1}$, respectively. $(1 - \beta_{r(d)_i})$ denotes the probability of having no packet loss in the path from $s$ to $r(d)_i$. Furthermore, $\beta_{r(d)_i}$ and $\beta_{r(d)_{i+1}}$ in Equation (3) are derived as Equation (1) and node $r(d)_{i+1}$ is used to denote destination $d$.

The recovery cost of a destination is the total recovery cost resulting from its all potential recovery paths, which are dominated by the recovery proxies. For example, destination $d_0$ has three recovery paths with the recovery proxies $s_1$, $r_1$, and $r_2$, respectively, in Fig. 1d. Thus, the recovery cost of $d_0$ is composed of three parts, which is related to the three recovery proxies. For any one part, the recovery cost is equal to the probability of adopting the recovery proxy times the transfer cost of the corresponding recovery path. Finally, the entire recovery cost of the ReMUS problem is the total recovery cost of all destinations.

2.4 Problem Formulation

After presenting the definition of the ReMUS problem and designing effective recovery models, we then formally characterize the ReMUS problem, which can capture the complicated impact of settings and usage of uncertain sources and recovery nodes on the total cost of the desired multicast forest.

We use an undirected graph $G(V, E)$ to denote the network topology. $S$ denotes the set of sources, and $D$ denotes a group of destinations. $F$ denotes the set of links employed by a multicast forest for the ReMUS problem. For any node $v$ in $G$, let $N_v$ denote the set of neighbor nodes of $v$ in $G$. A binary variable $e_{u,v}$ denotes whether there is an edge between any node pair of $u$ and $v$ in $G$. Another binary variable $r_{u,v}$ denotes whether the edge $e_{u,v}$ is in $F$. A feasible multicast forest should ensure that each destination can reach at least one source. A binary variable $P_{u,v}$ denotes if there is a path from $u$ to $v$ in $F$. If $P_{s,d} = 1$, source $s$ will transfer the data to destination $d$. To ensure there is only one path from a source to a destination, variable $\pi_{d(u,v)}$ is needed to denote if edge $e_{u,v}$ is in the path from source $s$ to destination $d$ in $F$. The multicast forest $F$ is just the combination of those paths to all destinations. $c(e_{u,v})$ denotes the cost of link $e_{u,v}$, where $c(e_{u,v}) \geq 0$, $c(P_{u,v})$ denotes the transfer cost of path $P_{u,v}$, and is equal to the sum of the cost of all edges in the path.

To calculate the recovery cost of a multicast forest, $\kappa_d$ denotes the recovery cost of any destination $d$ in $F$, which is calculated in Formula (4).

$$\kappa_d = c(P_{r(d)_1,d}) \times \eta_{d,r(d)_1} + c(P_{r(d)_2,d}) \times \eta_{d,r(d)_2} + \cdots + c(P_{r(d)_{i+1},d}) \times \eta_{d,r(d)_{i+1}} \forall d \in D. \quad (4)$$

Equality (4) shows the recovery cost of each destination.

For each destination $d$, there are multiple feasible recovery paths, resulting from those corresponding recovery proxies of destination $d$. The recovery cost of destination $d$ is equal to the sum of the recovery cost from all its recovery proxies based on the recovery model in Section 2.3.2.

For any node $u$, a binary variable $\rho_u$ denotes whether it is a recovery proxy. $\rho_u = 1$, if and only if $u$ is a recovery node or a source. Let $C$ denote the set of all recovery nodes. As aforementioned, $R(d)$ records the set of recovery proxies of destination $d$. The recovery proxy $r(d)_i$ is in the path $P_{s,d}$, $r(d)_i \in R(d), 1 \leq i \leq |R(d)|$. That is, node $r(d)_i$ will retransfer lost packets to destination $d$ when $r(d)_i$ has cached the lost packets loss occurs and $r(d)_{i+1}$ has not cached those packets. $P_{r(d)_i,r(d)_{i+1}}$ denotes the sub path between $r(d)_i$ and $r(d)_{i+1}$ in the path from $s$ to $d$. $\eta_{d,r(d)_i}$ denotes the probability of adopting the recovery proxy $r(d)_i$ to recover destination $d$, and the corresponding recovery path is $P_{r(d)_i,d}$. The value of $\eta_{d,r(d)_i}$ is calculated as Equation (3).

Therefore, the objective function of the ReMUS problem is given by

$$\min \left\{ \sum_{u \in S} c_{u,v} r_{u,v} + \alpha \sum_{d \in D} \kappa_d \right\}. \quad (5)$$

That is to derive out a feasible multicast forest, which can minimize the transfer cost and the recovery cost. The transfer cost is equal to the sum cost of all employed links by the multicast transfer. The recovery cost of the ReMUS equals to the sum of the recovery cost of all destinations, where $\alpha$ is a regulative parameter. The above formulation is a Nonlinear Programming (NLP) model, because $c(e_{u,v})$ is not sure if it is an integer and $\kappa_d$ consists of the product of the retransfer cost and the retransfer probability. Meanwhile, to ensure a practical and feasible multicast forest, the following constraints should be satisfied.

$$\tau_{u,v} \leq e_{u,v} \quad (6)$$

$$\sum_{v \in S} \pi_{d(u,v)} = 1, P_{s,d} = 1, \forall d \in D, \exists s \in S \quad (7)$$

$$\sum_{u \in S} \pi_{d(u,d)} = 1, \forall d \in D \quad (8)$$

$$\sum_{u \in S} \pi_{d(u,v)} = \sum_{u \in S} \pi_{d(v,u)}, \forall d \in D, \forall u \in V, v \neq s, v \neq d \quad (9)$$

$$\pi_{d(u,v)} \leq r_{u,v}, \forall d \in D \quad (10)$$

$$\sum_{v \in S} \pi_{s,v} = 1, \forall d \in D \quad (11)$$

$$\rho_u = 0, \forall u \notin \{C \cup S\} \quad (12)$$

$$\{e_{u,v}, r_{u,v}, \pi_{d(u,v)}\} \in \{0, 1\}, \forall u \in V, \forall v \in V, \forall d \in D, \forall s \in S. \quad (13)$$

The Constraint of Multicast. Inequality (6) ensures that all links in the resultant multicast forest $F$ come from the link set $E$. Constraints (7), (8) and (9) ensure that a pair of a source and destination are reachable along only one path in the forest $F$. Equality (9) can guarantee the connectivity and uniqueness of the path. Constraint (10) means that $\tau_{u,v}$ must be 1 when edge $e_{u,v}$ is added into the path from $F$ to a source to a destination. For each destination, equality (11) guarantees
ensures that it only reaches one source. The multicast forest $F$ is just the combination of such paths to all destinations.

The Constraint of Recovery. Equality (4) shows the recovery cost of each destination. Constraint (12) means that $\rho_u = 0$, if $u$ is neither in set $C$ nor in set $S$. If and only if node $u$ is an employed recovery node or the used source in $F$, $\rho_u = 1$. Constraint (13) indicates that $c_{u,v}, t_{u,v}, \phi_{d,u}, \pi_{d,(u,v)}, \rho_{u,v}$ and $P_{u,v}$ are binary variables.

In the objective function (Formula (5)), $\alpha = 0$ means that it is unnecessary to consider the recovery cost of the ReMUS problem. Furthermore, the ReMUS problem becomes the multicast problem with uncertain sources when $\alpha = 0$. Note that the Steiner minimum tree problem of a traditional multicast with one source is NP-hard in graph theory [13]. The multicast problem with uncertain sources is more difficult than that of a single source, due to the flexible usage of uncertain sources. It has been shown that the multicast problem with uncertain sources is also NP-hard [7]. Therefore, when $\alpha \neq 0$, the ReMUS problem is more challenging.

3 Efficient Solutions of ReMUS
The settings and usage of uncertain sources and recovery nodes jointly dominate the performance of the ReMUS problem. In the follows, we first design a source-based multicast method to solve the problem by exploiting the flexibility of sources, when no recovery node exists in the network. Furthermore, we design a general multicast method to jointly exploit the benefits of uncertain sources and recovery nodes when recovery nodes have been deployed in networks.

3.1 Source-based Building Method of Multicast Forest
Here, we consider a multicast transfer with uncertain sources in the network, where there are no recovery nodes. Accordingly, we propose a source-based method to find the routes of a multicast forest and adopt the source-based recovery model in Section 2.3.1 to solve the ReMUS problem, which is called SR-based multicast method. Meanwhile, it is worth noting that multiple sources can be exploited to reduce the transfer cost as well as the recovery cost. According to the previous analysis, it is not necessarily to employ all sources for the ReMUS problem. Thus, it is very important to pick sources from all potential sources. Those employed sources will affect the performance of multicast forest. Meanwhile, different sources will incur a different total cost of the ReMUS. We need to select the sources, which incur the minimal total cost of ReMUS.

To solve the ReMUS problem, a simple method is to find the nearest source for each destination. However, the nearest source to the destination is not sure to incur the least transfer cost when each link has a different transfer cost. Moreover, the source that can incur the least transfer cost does not mean to bring the minimal recovery cost because each link has a different probability of packet loss. Given a network, when modeled as an undirected graph, we set the transfer cost of each link as its weight. In the weighted graph, the shortest path between nodes $u$ and $v$ incurs the lowest transfer cost while delivering content along the selected path.

However, for the source-based recovery model, the recovery cost of a destination is equal to the transfer cost of the path times the probability of packet loss on the path. Although the shortest path can ensure the lowest transfer cost, the associated recovery cost is not always the lowest since the probability of packet loss may be non-minimal. Even though we suppose each link has the same probability of packet loss to simplify the problem, The weighted shortest path still does not mean the minimal recovery cost. The recovery cost of a selected path is related to the number of links, the transfer cost of each link and the probability of packet loss in these links.

To construct the multicast forest, we design an efficient strategy to find a proper source for each destination. For each destination, we first compute the shortest paths from the destination to all sources. Second, for each of the shortest paths, we calculate the total cost, including the transfer cost and the recovery cost. Third, we select the shortest path with the lowest total cost for each destination. Inspired by the above analysis, we design the SR-based method to build the desired multicast forest. Algorithm 1 reports the details of the SR-based method. The basic insight is to select the optimal path for each destination using the above strategy. The multicast forest $F$ can be derived by combing those resultant paths of all destinations. When a destination meets packet loss, the related source will retransfer the lost packets to their destinations based on the recovery model in Section 2.3.1. Therefore, the SR-based method can achieve a reliable and bandwidth-efficient multicast transfer.

Additionally, when the transfer costs of all links are the same, the shortest path between two nodes can be simplified to find the path with the least number of links. Furthermore, if all links face the same probability of packet loss, the shortest path also incurs the minimal recovery cost at the same time. In this case, Algorithm 1 will still be efficient and find the shortest path for each destination.

Algorithm 1. SR-based Building Method of Multicast Forest

Require: $G(V, E)$, $S$, $D$, $\alpha$ and $\beta$.
Ensure: multicast forest, $F$.

1: for $i = 1$ to $|D|$ do
2: $P_i \leftarrow$ shortest paths from $d_i$ to $S$;
3: for $j = 1$ to $|S|$ do
4: $C(P_i)_j \leftarrow$ the total cost of $P_i$;
5: end for
6: $P \leftarrow$ find($P_i$, $\min\{C(P_i)\}$);
7: $F \leftarrow F \cup P$;
8: end for
9: return multicast forest, $F$;

Time Complexity. The time complexity of calculating the shortest paths from a node to all other nodes in the network is $O(|V|^2)$. Thus, in Algorithm 1, the time complexity of Step 2 is $O(|V|^2)$. The time complexity of the loop in Step 3 is $O(|S| \times |V|)$. The time complexity of Step 6 is $O(|V|)$. Then, the time complexity of the loop in Step 1 is $O(|D| \times |V|^2)$. Therefore, the entire time complexity of Algorithm 1 is $O(|D| \times |V|^2)$.

3.2 A General Building Method of Multicast Forest
When there are recovery nodes in the networks, we can adopt the recovery model in Section 2.3.2. Assume that...
recovery nodes are deployed in advance and their locations are fixed. The general building method of the multicast forest needs to consider the locations of recovery nodes and sources. Meanwhile, it also takes the shared links between multiple destinations into account.

**Impact of Recovery Nodes.** Our observations show that the quantity and locations of recovery nodes can affect the recovery cost of the ReMUS. Assume that the transfer cost of each link is 1 and the packet loss probability of each link is 0.1 in Fig. 2. We then compare the recovery cost of different multicast paths.

When a destination fails to receive some packets, it will bring the recovery cost during the recovery process. In Fig. 2a, source $s$ will retransfer lost packets to destination $d$ since no recovery nodes exist on the path. Therefore, the recovery cost of destination $d$ is $4 \times (1 - 0.9^4) = 1.3756$ under the source-based recovery model. In Fig. 2b, destination $d$ has two recovery proxies, source $s$ and recovery node $A$, to retransfer lost packets. When packet loss occurs in the path from $s$ to $A$, it is essential to retransfer lost packets to $d$ from source $s$. However, recovery node $A$ can be exploited to retransfer lost packets to $d$ when packet loss occurs in the path from $A$ to $d$. Based on Formula (4), $c(P_{s,d}) = 4, \eta_{d,s} = 0.1, c(P_{A,d}) = 3, \eta_{d,A} = 1 - 0.9^3$. Thus, the recovery cost of destination $d$ is $4 \times 0.1 + 3 \times 0.9 \times (1 - 0.9^3) = 1.1317$.

By comparing the recovery cost of destination $d$ in Figs. 2a and 2b, we can see that the new recovery node can be utilized to reduce the recovery cost. Similarly, the recovery cost of destination $d$ in Figs. 2c and 2d are 1.0678 and 0.9778, respectively. By comparing Figs. 2b and 2c, we can see that the locations of recovery nodes also affect the recovery cost of destination $d$ where there are two recovery nodes in both Figs. 2b and 2c. The recovery cost of ReMUS consists of the recovery cost of all destinations. Therefore, the locations of recovery nodes can indirectly affect the recovery cost of ReMUS. Furthermore, more recovery nodes lead to less recovery cost, comparing Fig. 2d with Figs. 2b and 2c.

**The Design of Algorithm.** The building process of a multicast forest needs to consider the recovery nodes, thus the method is also called the $RN$-based multicast method.

As shown in Algorithm 2, $F$ records the multicast forest derived by the algorithm and is empty initially. The $RN$-based method first finds those shortest paths, $P(A)$, from each recovery node to all sources. Second, for each destination $d$, it needs to find the shortest paths, $P(B)$, from $d$ to all sources. Then, the $RN$-based method will compute all the shortest paths, $P(C)$, from $d$ to all candidate recovery nodes. For destination $d$, Fig. 3 shows the sets of paths $P(A), P(B), P(C)$. It is worth noting that adding the shortest paths $P(A)$ and $P(C)$ into the multicast forest $F$ independently will result in that some destinations fail to receive the data. It is because that, when a shortest path in $P(C)$ from a destination to a recovery node is added into the multicast forest, the recovery node could not be connected to any one source. Therefore, to ensure that each destination can receive the data from a source, it is necessary to combine $P(A)$ and $P(C)$ as another set of shortest paths, $P(A + C)$. For a destination, each shortest path in $P(A + C)$ contains at least one recovery node.

![Fig. 2. Routing paths from $s$ to $d$ under different settings of recovery nodes.](image)

![Fig. 3. Shortest paths from all sources to a destination.](image)

**Algorithm 2. $RN$-based Building Method of Multicast Forest**

*Require: $G(V, E)$, source set $S$, destination set $D$, recovery set $C$, probability of packet loss $\beta$, and $\alpha$.*

*Ensure: multicast forest, $F$.*

1. **for** $i = 1$ to $|C|$ **do**
   2. calculate shortest paths $P(A)$ from $r_i$ to $S$;
   3. **end for**

4. **for** $i = 1$ to $|D|$ **do**
   5. calculate shortest paths $P(B)$ from $d_i$ to $S$;
   6. **for** $j = 1$ to $|S|$ **do**
   7. $C(B)_j \leftarrow addedCost(P(B)_j, C, F_2, \alpha, \beta)$;
   8. **end for**
   9. calculate shortest paths $P(C)$ from $d_i$ to $C$;
   10. **for** $k = 1$ to $|C|$ **do**
   11. $P(A + C)_k \leftarrow P(A)_k \cup P(C)_k$;
   12. $C(A + C)_k \leftarrow addedCost(P(A + C)_k, C, F_2, \alpha, \beta)$;
   13. **end for**
   14. $P(D) \leftarrow find(P(B) \cup P(A + C), \min(C(B) \cup C(A + C)))$;
   15. $F \leftarrow F \cup P(D)$;
   16. **end for**

17. return multicast forest, $F$;

The main idea of Algorithm 2 is to select the path for each destination from $P(B)$ and $P(A + C)$. All selected paths between destinations and sources constitute the multicast forest $F$ where Algorithm 2 adds the selected paths into $F$ one by one. It is worth noting that there are some common links among different paths for those destinations. That is, when selecting a path for a destination, the candidate paths could have some shared links with $F$. For example, when adding a path to destination $d$ into $F$, the total cost of multicast forest $F$ increases, and that will produce the added total cost. More precisely, the total cost of a path is the cost of all links in a newly selected path, and the added total cost of that path is the cost of those links in the path not including the links that have been in $F$. Therefore, the selection strategy of Algorithm 2 is to pick the path that has the minimum cost.
the other nodes and is $O(|V|^2)$ where $V$ is the number of nodes in the network. Therefore, the time complexity of the first loop in Algorithm 2 is $O(|C| \times |V|^2)$. The time complexity of function $\text{addCost}(P,C,F,\alpha,\beta)$ is $O(|V|)$, and then, the time complexity of steps 6 and 10 are $O(|S| \times |V|)$ and $O(|C| \times |V|)$, respectively. The time complexity of steps 5 and 9 is $O(IN^2)$. Therefore, the time complexity of the second loop in line 4 is $O(|D| \times |V|^2)$. In summary, the time complexity of Algorithm 2 is $O((|C| + |D|) \times |V|^2)$.

3.3 Discussion

Some actual problems need to be carefully designed after two building methods of the multicast forest are proposed. In this section, we concentrate discuss the network dynamics, the packet loss detection and the packet loss ratio. Uncertain sources bring new challenges and opportunities to those problems.

Network Dynamics. The multicast forest is constructed based on the network state at that time. After that, when the network performance and loads change, it is not required to reconstruct the multicast forest, but could cause the retransmission of packets. Meanwhile, the change of the recovery nodes will not result in the reconstruction of the multicast forest. However, when the sources and the destinations change, the multicast forest will also change. Recall that the multicast forest includes multiple multicast trees. The advantage of ReMUS is that the change of sources and destinations in a multicast tree will not affect other multicast trees. For example, when an employed source node departs, the control plane just needs to find a new source for the affected destinations.

The join of a new source has no influence on the multicast forest. Furthermore, when a new destination joins the network, the control plane inserts the new destination to an appropriate position in one multicast tree that is nearest to the new destination. The new destination starts to get data from the multicast tree and the buffer of its recovery nodes. Note that ReMUS does not guarantee that the newly joined destination can receive the data from the first byte of the multicast session before its join. Moreover, the new destination will not have an influence on the destinations in other multicast trees of the multicast forest. When a destination leaves the multicast session, only the multicast tree with the leaving destination will be updated.

Packet Loss Detection. Each packet is assigned with a sequence number. When a receiver fails to receive a sequenced packet, the receiver forwards a negative acknowledgment (NAK) message [14] according to the following way. First, when a receiver detects the packet loss, it sends a NAK to its upstream recovery node. If the recovery node has received the lost packet, it will retransmit the lost packet to the receiver. Otherwise, the recovery node will continue to forward the NAK to its upstream recovery node. When there exist no recovery nodes, the NAK will be directly forwarded to the source node. The recovery nodes are closer to the destination than the source. Therefore, the recovery nodes save the bandwidth not only for the loss packet retransmission but also for the NAK messages.

Packet Loss Ratio. The multicast forest of ReMUS is closely related to the packet loss ratio. The source can exploit the links with less packet loss ratio to transfer data. Meanwhile, the source neighboring the links with less packet loss achieves...
also a greater possibility to be employed for the ReMUS.

Based on the packet loss ratio recorded by the historical statistics, the parameter $\beta$ can be further adjusted in Section 2.3. Meanwhile, the retransmitted packets may also suffer from the packet loss, which also can be recorded to improve the multicast forest. Furthermore, when the packet loss ratio of some employed links goes up to a certain threshold or the packet loss is incurred by the link failures, it is essential to adjust the employed links.

In addition, the control plane has the global network view and decides the routes for flows in SDN [15], [16]. Based on this design, the control plane can conquer the utilization of links and the packet loss ratio, which occurs in links. It is feasible to record the occurrence of the packet loss, and then get the packet loss ratio in SDN. The link failures can be detected by the control plane. The adjusted multicast forest can be achieved through that the control plane inserts or deletes some routing rules. The adjusting objectives are to ensure all destinations can receive data and minimize the adjusting to the existing multicast forest.

4 PERFORMANCE EVALUATION

In this section, we first introduce the experimental setting. Then, we conduct massive experiments to evaluate the performance of our $SR$-based method and $RN$-based methods comparing with the modified RAERA method [6], under varied settings of networks and multicast transfers.

4.1 Experiment Setting

The Setting of Networks. We simulate our algorithm in the real backbone network of Internet2 [17]. Moreover, we also evaluate our algorithm in large representative Fat-tree networks of production data centers [18] with thousands of nodes and links to test the scalability of the proposed algorithm. Based on the statistic data [19], [20], we set the packet loss rate of each link from 1 to 10 percent. The recovery processes may also suffer from packet loss. The sources, destinations, and candidate recovery nodes are chosen randomly from each network. To eliminate the influence of this random selection, each simulation result is averaged over 100 samples.

Compared Methods. We compare three different reliable multicast methods including our $SR$-based method, $RN$-based method, and the modified RAERA method ($MR$-method). RAERA [6] is proposed to find the reliable multicast routing for the multicast with only one source in software-defined networks. RAER first builds a tree structure, which is composed of all shortest paths from one source to all destinations. Then, it iteratively re-routes some involved destinations on the resultant tree to reduce the tree cost. Meanwhile, it is essential to ensure that there is at least one recovery node on the path from the source to each destination during the re-routing process [6]. Under uncertain sources, we further modified the RAERA method, called $MR$-method. The $MR$-method is to build multicast trees from each source to all destinations using the RAERA method [6], and then selects the multicast tree with the minimal total cost for a multicast transfer.

Performance Metrics. The evaluation metric is the total cost of ReMUS, which consists of the transfer cost and the recovery cost. For any setting of ReMUS, the three methods would generate different multicast forests. Accordingly, we can calculate the transfer cost, the recovery cost and the total cost of such resultant multicast forests. The total cost of a multicast forest can be calculated by Formula (5) and is composed of the transfer cost and the product of $\alpha$ and the recovery cost. When $\alpha = 1$, the total cost is the sum of the transfer cost and the recovery cost. Without loss of generality, we suppose that the transfer cost of each link is 1. However, our models and algorithms can apply to the situation where each link has a different transfer cost.

4.2 Experiments on Internet2

Assuming $\alpha = 1$, which means recovery cost obtains the same weight as transfer cost, and the total cost is equal to the sum of transfer cost and recovery cost. Unless otherwise specified, we set the number of sources, destinations and recovery nodes to 3, 10 and 10, respectively. Additionally, the probability of packet loss $\beta$ is an important parameter because it indicates the expectation of recovery for a destination. Without losing generality, we suppose that the probability of packet loss $\beta$ in each link is the same.

4.2.1 Impact of the Probability of Packet Loss $\beta$

To evaluate the impact of link failure possibility $\beta$ on the performance of three methods, we conduct experiments, while varying $\beta$ from 0 to 0.1 with the interval of 0.01.

Fig. 4 shows the impact of $\beta$ on the transfer cost, recovery cost and total cost of the three methods given that $\alpha = 1$. In Fig. 4a, our recovery cost increases with the increase of $\beta$. Comparing these costs of our $RN$-based method, $SR$-based method and the $MR$-method, it’s remarkable to see the increasing trend of the total cost when $\beta$ increases in Fig. 4b. However, the change in transfer cost is modest. When $\beta = 0$, the recovery cost of the three methods is 0 because there are no lost packets. Moreover, we can see that the transfer cost of the multicast forest derived by our $RN$-based method is the lowest compared with the $SR$-based method and the $MR$-method. Our $RN$-based method adopts more sources than the $MR$-method and better selecting strategy than $SR$-based method.

Comparing the recovery costs of the three methods in Fig. 4a, our $RN$-based and $SR$-based algorithms are more effective than the $MR$-method without the change of $\beta$. Fig. 4b also shows that our $RN$-based method gets less total cost, owing to its smaller transfer cost compared to the $SR$-based method. In conclusion, the recovery cost increases with the increase of $\beta$, and our $RN$-based method achieves the lowest total cost when $\beta$ changes. Without
Fig. 5. The impact of the number of sources on the performance of the three methods under the Internet2 topology.

Fig. 6. The recovery and transfer cost of the three methods.

(a) The recovery and transfer cost of the three methods.

(b) The changing trends of total cost.

The increasing number of sources has a slight influence on the performance of the MR-method because it only employs one source for multicast transfer. When there is only one source, the MR-method achieves a lower transfer cost than the SR-based method in Fig. 5a. However, as the number of sources increases, the performance of our SR-based and RN-based methods improve rapidly. Furthermore, Fig. 5b shows that our RN-based method achieves the lowest total cost because it considers the locations of the recovery nodes and effectively reduces the recovery cost of ReMUS. For our SR-based and RN-based methods, their recovery costs reduce rapidly to a quarter of the transfer costs (respectively) when sources increase to 10 in Fig. 5a. After that, the number of sources increases to 8 and the total costs of our RN-based and SR-based methods slowly decrease in Fig. 5b. The facts also reflect that it is not necessary to use all sources in the multicast transfer.

Fig. 7. The impact of the number of recovery nodes on the performance of the three methods under the Internet2 topology.

(a) The recovery and transfer cost of the three methods.

(b) The changing trends of total cost.

Fig. 8. The impact of the number of recovery nodes on the performance of the three methods.

(a) The recovery and transfer cost of the three methods.

(b) The changing trends of total cost.

We evaluate the impact of the variable \( \alpha \) on the total cost of the three methods where \( \alpha \) changes from 0 to 1 with the interval 0.1 and from 1 to 10 with the interval 1. Fig. 8 shows that the total cost of three methods all go up with the 1001 increase of \( \alpha \). However, our RN-based method always 1002 incurs the lowest total cost among the three methods without the value of \( \alpha \). Fig. 8 shows that our SR-based method achieves a lower total cost than the MR-method. Fig. 8 also reveals that our RN-based method has a better performance than the SR-based method.
In conclusion, we evaluate three reliable multicast methods under Internet2. Our RN-based method obtains the lowest recovery-costly multicast forest, and the multicast derived by our RN-based method always incurs the lowest total cost. Although Internet2 is a real network topology, its scale is not enough large. Thus, we further evaluate the three methods under large-scale networks with the Fat-tree topology [18] in the next section.

4.3 Experiments on Datacenter Networks

It is well known that data centers are infrastructures of cloud computing and big data. To evaluate the performance of our RN-based and SR-based methods in data centers, we select the typical topology of data centers, the Fat-tree architecture. Unless otherwise specified, we set the number of sources, destinations, recovery nodes and switches in the network to 10, 200, 600 and 1000, respectively. Given $\alpha = 1$ and $\beta = 0.1$, we randomly set the locations of sources, destinations and recovery nodes in each round of the experiments.

4.3.1 Impact of the Network Size

We evaluate the impact of the network size on the performance of the three methods. The network size is reflected by the number of switches in the network, where the number of switches increases from 1,000 to 3,000. Fig. 9 shows that the transfer cost, recovery cost and total cost increases as the network size expands. Especially, the recovery cost of MR-method increases fast and evidently in Fig. 9a. The recovery cost of the MR-method is the highest. However, Fig. 9a reveals that our RN-based method achieves the lowest recovery cost. The transfer costs of the three methods have a small increase in Fig. 9a. Meanwhile, Fig. 9a shows that our RN-based method achieves the lowest transfer cost. Hence, the total cost of our RN-based method is lower than that of SR-based method and the MR-method in Fig. 9b.

4.3.2 Impact of the Probability of Packet Loss $\beta$

Under the previous settings, there are 1,000 switches in the network with Fat-tree topology. We evaluated the impact of $\beta$ on the recovery cost, transfer cost and total cost of the three methods where the probability of packet loss $\beta$ increased from 0 to 0.1. Fig. 10a shows that our solutions are always better than MR-method in terms of recovery cost. Moreover, the recovery cost of MR-method is not only the highest but also the fastest-increasing among all recovery costs. The impact of $\beta$ on the transfer costs of three methods is modest in Fig. 10a. Meanwhile, the recovery costs of three methods increase when the probability of the packet loss $\beta$ increases. The lowest total cost is achieved by our RN-based method without the value of $\beta$ in Fig. 10b.

4.3.3 Impact of the Number of Sources

We evaluated the impact of the number of sources on the recovery cost, transfer cost and total cost of the three methods where the number of sources increases from 1 to 10. The recovery cost of the SR-based method decreases rapidly as the number of sources increases in Fig. 11a. Fig. 11a also shows that these costs of the MR-method almost keep stable with the increasing of the number of sources because it’s used for single-source multicast. Fig. 11a shows that the MR-method achieves better performance than our SR-based method when there is only one source. However, with the increasing of the number of sources, our SR-based method has a significant improvement. Meanwhile, the performance of our RN-based method is always the best and incurs the lowest recovery cost and transfer cost in Fig. 11b. Fig. 11b reveals that our RN-based method achieves the lowest total cost among the three methods without the number of sources.
Fig. 12. The impact of the number of destinations on the performance of the three methods under datacenter networks.

4.3.4 Impact of the Number of Destinations

We compare the recovery cost, transfer cost and total cost only varying the number of destinations from 100 to 400. We set the number of recovery nodes to 550 rather than 600 in order to ensure the total number of sources, destinations and recovery nodes is not larger than that of switches.

Fig. 12 shows that the increase of the number of destinations causes the increase of these costs of the three methods. Fig. 12a reveals that the recovery costs are heavily influenced by the quantity of destinations and have faster increases than the transfer costs. Meanwhile, our RN-based method incurs the lowest recovery cost which is almost half of that of the MR-method in Fig. 12a. Additionally, the transfer costs of the three methods are similar and are far larger than their recovery costs in Fig. 12a. Moreover, Fig. 12b reveals that our RN-based and SR-based methods always achieve lower total cost than the MR-method. The transfer cost has a larger influence on the total cost than the recovery cost. In result, the advantage of the RN-based method is modest over the SR-based method in Fig. 12b.

4.3.5 Impact of the Number of Recovery Nodes

Without changing other parameters, we increase the number of recovery nodes from 100 to 700. We evaluate the impact of the number of recovery nodes on the recovery cost, transfer cost and total cost for the three methods. Fig. 13 shows that the recovery cost and the total cost of both the MR-method and the RN-based method decreases when the number of recovery nodes increases. Notably, the recovery cost of the MR-method efficiently decreases because of the increasing recovery nodes. However, it still has the highest recovery cost, and the recovery costs of our two methods are still lower than that of the MR-method in Fig. 13a. Fig. 13a also reveals that the transfer cost and the recovery cost of the SR-based method are stable because its routing is independent with the recovery nodes. Thus, the decreasing trend for the RN-based method can also be observed by the difference between the results between the SR-based method and the RN-based method. In Fig. 13a, the difference is more obvious when the number of recovery nodes increases. Note that the decreasing trend for the RN-based method is not obvious in Fig. 13b, it is because that the cost for the RN-based method is low. More importantly, our RN-based method achieves not only the lowest transfer cost but also the lowest recovery cost.

4.3.6 Impact of the Locations of Sources and Recovery Nodes

In this section, we evaluate the impact of the locations of sources and recovery nodes on the performance of the multicast. Given the number of employed sources and recovery nodes, we compare our RN-based method with the random select method (RS-method), which randomly select the sources and recovery nodes for each destination. Fig. 14a shows that our RN-based method achieves significantly less total cost for the multicast transfer than the RS-method. In this case, given the number of employed sources, different sources are employed under different multicast methods, which incur a different multicast cost. Meanwhile, we can see that more sources are not always to reduce the total cost for the RS-method from Fig. 14a. It is because that more sources could increase more links for the multicast transfer. Furthermore, given the number of the employed recovery nodes, Fig. 14b indicates that our RN-based method achieves also less total cost than the RS-method. In summary, the locations of sources and recovery nodes have an influence on the performance of multicast.

5 Related Work

Traditional multicast has attracted a large amount of research, which can be roughly divided into two categories. The first one focuses on reducing the consumption of network bandwidth. Many multicast services prefer to deliver the same content to a group of destinations along a shortest-path tree, such as PIM-SM [3]. Such methods, however, are not bandwidth-efficient since each of those shortest paths is calculated independently. The Steiner minimum tree (SMT) [21] is more promising due to the minimization of the number of occupied links for a multicast group. Many approximation algorithms [22], [23], [24] have been proposed to solve the SMT problem, which is NP-hard. There are also overlay Steiner trees [25],
for P2P environments. However, the design of SMT does not consider the selection of recovery nodes. Moreover, it is just exploited for one source and is not suitable for uncertain sources. Hu et al. proposed a new multicast scheme with uncertain sources for SDN, called uncertain multicast [7]. However, they did not consider the reliability problem in their work.

The second one aims to ensure the reliable transmission of multicast. Nowadays, the reliable multicast becomes crucial to provide reliable services for many important Internet and datacenter applications [4]. There are some source-based reliable multicast methods [5], which suffer from the scalability problem since only one source node serves the recovery requests from all destinations. A reliable multicast can also be established at the application level, or by using router-assist [26], [27], [28]. A hierarchical architecture with on-tree recovery nodes placed between the source and the destinations is proposed to facilitate local loss recovery [14], [29]. However, the selection of recovery nodes has not been considered as an issue in those work. Recently, Shen et al. proposed the Recover-aware Steiner Tree problem [6]. It introduces at least one recovery node between the source and each destination to facilitate local loss recovery.

SDN brings new opportunities and challenges for multicast services. Popovic et al. [30] review existing graph-theoretical algorithms that were proposed to provide node-redundant multicast-distribution-trees for the smart-grid setting. Coronado et al. present SM-SDN@Play [31], an SDN-based solution for joint multicast rate selection and group formation in 802.11-based networks. Zhu et al. present a sender-initiated, efficient, congestion-aware and robust reliable multicast solution mainly for small groups in SDN-based data centers, called MCTCP [32]. Zhang et al. examine a video multicast orchestration scheme based on SDN, named HCM [33], for 5G networks. Those work just shows the advantage of SDN while considering the multicast with a single source. However, SDN brings more benefits for multicast with uncertain sources. When a multicast group is provided with multiple sources and recovery nodes, they can be jointly exploited to reduce the total cost of the ReMUS.

6 Conclusion
IaaS delivers Cloud Computing infrastructure to organizations, including things such as servers, network, operating systems, and storage, through virtualization technology. In IaaS, resources are available as a service. In this paper, we propose a novel reliable multicast service with uncertain sources, named ReMUS, which can efficiently reduce the network resources consumption. The uncertain sources and the recovery nodes jointly dominate the performance of the ReMUS. Although finding such a ReMUS is very challenging, we design two efficient multicast methods to solve this problem. Furthermore, we conduct extensive experiments to evaluate the performance of our methods. The results show the efficiency and effectiveness of our methods. This paper makes the first step to study the reliable services of multicast transfer under uncertain sources. We leave the ReMUS problem with the network dynamic and the latency guarantee as our future work.
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